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AN ASSESSMENT OF CLINICALLY USEFUL MEASURES OF THE CONSEQUENCES OF TREATMENT
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WITH neither the time nor the resources available to prevent, detect, or treat every disorder in every patient, which preventive, diagnostic, or therapeutic interventions should take priority? When a physician has a few spare minutes to spend with a patient, should that time be devoted to a blood pressure check, a counseling session about dietary fat, an inquiry about possible symptoms of transient cerebral ischemia, or a demonstration of how to use nicotine chewing gum?

Plenty of experts are quick to tell us how we should spend this valuable time; there are now even task forces and professional review bodies who, using rigorous rules for the admissibility of evidence, can give us some valuable advice. Thoughtful economic analyses are sometimes provided as well. However, all this advice tends to be focused on individual disorders and to provide yes or no answers. The practicing clinician still needs some yardstick with which to measure and compare the benefits and risks of various preventive, diagnostic, therapeutic, or rehabilitative approaches. After the pros and cons have been discussed with the patient, the treatment with the biggest payoff can be given top priority.

Such a yardstick would ideally have four properties. First, it would compare the consequences of doing nothing (the patient's risk for an adverse event if no intervention is provided) with the potential benefits of doing something (the extent to which this risk would be reduced by the use of a specific clinical treatment). Second, it would summarize the harm that would accompany the treatment in the form of side effects and toxicity to the patient. Third, it would identify patients who are both at high risk for an event and responsive to therapy. Finally, the yardstick would incorporate a measure that would permit a comparison of the consequences of applying one approach to the prevention, diagnosis, and treatment of one condition with the consequences of applying other approaches to other conditions, making it possible for individual clinicians and their patients to decide where best to focus their efforts.

In this essay we will describe several of the available yardsticks, illustrate their advantages and disadvantages, and suggest that one of them—the reciprocal of the absolute risk reduction (i.e., the number of patients with a given disorder that a physician must treat in order to protect one of them from the disorder's potential consequences)—may be a highly useful measure for clinicians.

MEASURES OF CLINICAL BENEFIT

Because randomized, placebo-controlled trials provide the most valid data on which to base all measures of the benefits and risks of particular therapies, we have used data from such trials here. In order to provide a clear picture of the differences between the various measures of benefit, we will use the same example for all of them: the Veterans Administration cooperative study on hypertension. This three-year study compared the efficacy of antihypertensive therapy (a combination of hydrochlorothiazide, reserpine, and hydralazine) with that of placebo. A subset of the data was collected in 201 men who were under the age of 50 and whose diastolic blood pressures were 90 to 114 mm Hg at the time of entry into the trial. Among patients who had target-organ damage at the time of entry, the rate of adverse events (sudden death, stroke, myocardial infarction, congestive heart failure, accelerated hypertension, and dissecting aneurysm)
was 22.2 percent in the control group and 8.5 percent in the treatment group (Table 1). Among patients without target-organ damage, the rate of adverse events was 9.8 percent in the control group, as compared with 4.0 percent in the treatment group.

Relative Risk Reduction

Relative risk reduction is the reduction of adverse events achieved by a treatment, expressed as a proportion of the control rate. In other words, it is the difference in event rates between the control and treatment groups, divided by the event rate in the control group.

In the Veterans Administration study, the relative risk reduction in patients with target-organ damage at the time of entry into the trial was (0.222 - 0.085) + 0.222 = 0.617, or 62 percent. In patients without target-organ damage, the relative risk reduction was an almost identical 0.592, or 59 percent ([0.098 - 0.040] / 0.098). Thus, although the risk of adverse events among both treated and untreated patients was more than twice as high if they had target-organ damage, the relative risk reductions obtained by treating the two groups were almost equivalent. This illustrates the main disadvantage of using the relative risk reduction in clinical decision making: it does not reflect the magnitude of the risk without therapy, and it will therefore overestimate or underestimate the absolute impact of therapy when adverse events in untreated patients are very rare or very common, respectively.

Odds Ratio

The odds ratio is the traditional epidemiologic expression of the relative likelihood of an outcome. A probability (P) of 0.25 (one chance in four) represents odds of 1:3, or 1/3. The probability of an event’s occurrence generally corresponds to odds of P / (1 - P). Whereas the relative risk is the ratio of the probabilities of adverse outcomes in two treatments being compared, the odds ratio is the ratio of the odds of these adverse outcomes. In the Veterans Administration study (Table 1), the odds ratio for the group with target-organ damage was (0.085 + [1 - 0.085]) / (0.222 + [1 - 0.222]) = 0.325, for the group without target-organ damage, it was (0.040 + [1 - 0.040]) / (0.098 + [1 - 0.098]) = 0.384. As with the relative risk reduction, even though the two groups of patients had markedly different rates of adverse outcomes, the treatment effect expressed by the odds ratio was similar.

The odds ratio is often used as an approximation of relative risk in case-control studies, but it is also a valid measure of treatment effect in randomized trials. The odds ratio has distinct statistical advantages over the relative risk in terms of its sampling distribution and suitability for modeling and has become the preferred statistic for pooling data across trials in the form of meta-analyses — partly because of the strength and simplicity of the Mantel–Haenszel technique, but also because the odds ratio may be inherently more stable than other measures of treatment effect when applied across studies with various incidences of adverse outcomes. Although the odds ratio has certain statistical advantages over the relative risk reduction, it shares the latter’s insensitivity to differences in the magnitude of risk without therapy, and its clinical usefulness suffers accordingly.

Absolute Risk Reduction

The absolute risk reduction (sometimes called the attributable risk reduction) is the difference in event rates between the control and treatment groups. Among patients with target-organ damage in the Veterans Administration trial, the absolute risk reduction was 0.222 - 0.085 = 0.137 (Table 1). In patients without target-organ damage, the absolute risk reduction was 0.058, less than half that obtained in patients with target-organ damage. The advantage of the absolute risk reduction over the relative risk reduction and the odds ratio is that it is an expression of the consequences of giving no treatment and therefore provides an additional measure of clinical effect. In the example given, it also gains face validity by reflecting the common practice of treating hypertension more aggressively when target-organ damage is present than when it is absent. However, because the expression of the absolute risk reduction as a decimal fraction may not seem sensible to practicing physicians, this measure may be difficult for them to remember and incorporate into clinical practice.

Number Needed to Be Treated

The “number needed to be treated” is the number of patients who must be treated in order to prevent one adverse event. For example, in the Veterans Administration trial, if 100 control patients without target-organ damage had been followed for three years (risk of adverse event, 0.098), 10 events would have been expected. If, however, 100 such patients had been treated with antihypertensive agents and followed for three years (risk of adverse event, 0.040),

<table>
<thead>
<tr>
<th>Patients’ Condition at Entry</th>
<th>Rates of Adverse Events</th>
<th>Relative Risk Reduction (%)</th>
<th>Absolute Risk Reduction</th>
<th>No. Needed to Be Treated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Placebo Group</td>
<td>Treatment Group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target-organ damage</td>
<td>0.222</td>
<td>0.085</td>
<td>62</td>
<td>0.137</td>
</tr>
<tr>
<td>No target-organ damage</td>
<td>0.098</td>
<td>0.040</td>
<td>59</td>
<td>0.058</td>
</tr>
</tbody>
</table>

*Calculated by dividing the difference between the event rates in the placebo and treatment groups by the event rate in the placebo group.
†The difference between the event rates in the placebo and treatment groups.
‡The number of patients who had to be treated in order to prevent one event. Calculated as the reciprocal of the absolute risk reduction.
only four events would have been expected. Thus, on average, treating 100 such patients for three years would have prevented six (10 - 4) adverse events, meaning that 17 patients (100 + 6) would have had to be treated in order to prevent one event. However, similar calculations reveal that among patients with initial target-organ damage, only seven would have had to be treated for three years in order to prevent one event.

Mathematically, the number needed to be treated is equivalent to the reciprocal of the absolute risk reduction. The number needed to be treated has the same advantage over the relative risk reduction and odds ratio as the absolute risk reduction in that it expresses efficacy in a manner that incorporates both the baseline risk without therapy and the risk reduction with therapy. Moreover, the resulting number needed to be treated is more useful than the absolute risk reduction because it tells clinicians and patients in more concrete terms how much effort they must expend to prevent one event, thus allowing comparisons with the amounts of effort that must be expended to prevent the same or other events in patients with other disorders.

The effect of the base-line risk and risk reduction on the number needed to be treated is illustrated in Table 2. If the event rate in the control group is high, even a small relative risk reduction will produce a low number needed to be treated (e.g., in a disease with a base-line risk of 90 percent, a relative risk reduction of only 10 percent will yield a number needed to be treated of 11). Conversely, if the event rate in the control group is low, the risk reduction must be large in order to produce a low number needed to be treated (e.g., if the base-line risk is 30 percent, a relative risk reduction of 30 percent is needed to yield a number needed to be treated of 11).

The general principle of the number needed to be treated can be used to assess clinical approaches other than long-term drug therapy. One can calculate the number of patients needed to be operated on to prevent one adverse event by carrying out a similar analysis of randomized trials of surgical procedures. For example, in the European Coronary Study Group trial, only six patients with stable angina and stenosis of the left main coronary artery had to undergo coronary-artery bypass surgery for one life to be saved after five years of follow-up. Similarly, one can calculate the number of persons needed to be immunized by combining the incidence of infection with the results from vaccine trials. Over 200 persons need to be immunized with hepatitis B vaccine in order to prevent one case of hepatitis in the low-risk general population of the United States, as compared with only 8 persons in a high-risk population of homosexual men. The concept can also be adapted to the realm of diagnosis and screening by calculating the number of patients needed to be examined to prevent one death from breast cancer. A comparison of screened and unscreened women in the Swedish National Board of Health and Welfare study showed that approximately 1592 women between 30 and 74 years of age had to be screened with mammography in order to prevent one death from breast cancer seven years after the screening was instituted. Finally, studies of risk factors can yield a number needed to be exposed. A large cohort study estimated that 1306 persons must be exposed to the passive smoke of 20 or more cigarettes per day for 14 years before one such person dies of lung cancer.

Approximate and exact methods for calculating a 95 percent confidence interval (which provides an estimate of the range within which the true value will lie with 95 percent confidence) are available for the number needed to be treated as well as for all the other measures of benefit discussed here.

*Shortcomings of the Foregoing Measures of Clinical Benefit*

Although these measures of benefit (especially, perhaps, the number needed to be treated) have some clinically useful properties, their shortcomings must be acknowledged. These shortcomings result from the properties of the measures themselves as well as from the data used. Ideally, the data are obtained in randomized trials, but although such trials are superior to other sources of information on the benefits and risks of therapy (e.g., comparisons of treated patients with nonrandomized contemporaneous or historical controls, case series), they share other deficiencies with them.

First, there is a disadvantage to combining the baseline risk and risk reduction into a single number (as is done to determine the absolute risk reduction and number needed to be treated). The fact that a physician must treat 11 patients in order to prevent one adverse event tells us nothing about the fate of the other 10 patients. On average, when the base-line risk of an event is 0.9 and the relative risk reduction is 10 percent, 9 of the remaining 10 treated patients will have an event. However, when the base-line risk is 0.3 and the relative risk reduction is 30 percent, an average of only 2 of the remaining 10 treated patients will

---

<table>
<thead>
<tr>
<th>BASE-LINE RISK RISK</th>
<th>RELATIVE RISK REDUCTION BY A NEW THERAPY (%)</th>
<th>50</th>
<th>40</th>
<th>30</th>
<th>25</th>
<th>20</th>
<th>15</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>11†</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>7</td>
<td>8</td>
<td>11</td>
<td>13</td>
<td>17</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>13</td>
<td>17</td>
<td>20</td>
<td>25</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>20</td>
<td>25</td>
<td>33</td>
<td>40</td>
<td>50</td>
<td>67</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>0.05</td>
<td>40</td>
<td>50</td>
<td>67</td>
<td>80</td>
<td>100</td>
<td>133</td>
<td></td>
<td>200</td>
</tr>
<tr>
<td>0.01</td>
<td>200</td>
<td>250</td>
<td>333</td>
<td>400</td>
<td>500</td>
<td>667</td>
<td>1,000</td>
<td></td>
</tr>
<tr>
<td>0.005</td>
<td>400</td>
<td>500</td>
<td>667</td>
<td>800</td>
<td>1000</td>
<td>1,333</td>
<td></td>
<td>2,000</td>
</tr>
<tr>
<td>0.001</td>
<td>2000</td>
<td>2500</td>
<td>3333</td>
<td>4000</td>
<td>5000</td>
<td>6667</td>
<td>10,000</td>
<td></td>
</tr>
</tbody>
</table>

*Risk of an adverse event in control patients. †Numbers used as examples in the text.*
have an event. Yet in both situations, the number needed to be treated is 11. Thus, the number needed to be treated reflects the average number of patients that must be treated in order to prevent one event but does not indicate the fate of the other patients or the virulence of the disease process.

A number needed to be treated of 11 means that 10 of 11 patients either do not need therapy or will not respond to it. Unfortunately, at our present level of knowledge, it is impossible to predict which 1 of the 11 patients is both at risk for an event and responsive to therapy; in order to prevent one adverse event, we must treat all 11 patients. Similarly, we are unable to identify the patients in whom the therapy will have side effects. These drawbacks affect the clinical application of any group-based assessment of treatment; this is one reason for the current interest in "n of 1" trials, in which the principles of the randomized controlled trial are applied to the individual patient. This approach is limited, however, to short-term, reversible outcomes in stable disease processes.

Second, for reasons of precision and efficiency, the results of randomized clinical trials are often expressed in disease-specific terms. For example, death from coronary heart disease and nonfatal myocardial infarction were the primary outcomes in the Lipid Research Clinics Coronary Primary Prevention Trial of cholestyramine for hypercholesterolemia, and deaths that were unrelated to coronary heart disease were excluded from the efficacy analysis. Although this is an appropriate way to maximize the efficiency of a trial, all deaths are important from a patient's point of view, and the clinician who is considering applying a trial's results may want to include deaths from all causes in calculating a measure of the benefit of therapy.

Third, when estimating the likely benefit of a treatment to their own patients, clinicians must also consider the likelihood that their patients will comply with the intervention. For good reasons, trials may incorporate compliance-improving strategies not applied in routine clinical practice. For example, in a trial evaluating the efficacy of a low-protein diet in retarding the progression of chronic renal failure, all patients had a consultation with a dietician every two months. The results of that study may have overestimated the benefit of a low-protein diet that is prescribed without such intensive dietary guidance and emotional support.

Fourth, any measure of the benefit of treatment may vary considerably in different trials of the same or similar therapy because of different patient populations, trial designs (e.g., whether the therapy is evaluated in a setting designed to maximize compliance or as part of routine patient care), or chance. For example, some studies have shown a benefit of beta-blockers in the prevention of myocardial infarction, whereas others have not. Although a meta-analysis can generate an overall estimate of therapeutic efficacy, it may obscure differences between trials that are important aids to a clinician deciding on therapy for a patient, especially when that patient resembles those in a particular trial. On the other hand, although it is tempting to use the estimate of therapeutic benefit provided by a particular trial, it must be remembered that apparent differences in treatment effect between trials conducted in relatively small numbers of patients may be due to chance alone.

Fifth, since clinical trials (like subexperimental studies) are of finite duration, they can provide only hints about the consequences of continuing therapy beyond the period of the trial. Moreover, the benefits of treatment may change with time. For example, the Beta-Blocker Heart Attack Trial Research Group reported the efficacy of propranolol in preventing death one, two, and three years after myocardial infarction. The relative risk reduction was higher during the first year of treatment than during the second year. The relative risk reduction over the first two years of the trial was 22 percent, but a similar proportion of patients in both the treatment and control groups died between years 1 and 2 (0.0347 in the propranolol group and 0.0316 in the placebo group). Although this may suggest that propranolol is no more effective than placebo after one year of therapy and that it should be discontinued at that time, the fact that more patients in the placebo group died during the first year than in the treatment group makes it likely that the propranolol-treated patients who were alive at the end of the first year were at higher risk than the corresponding placebo-treated patients. Therefore, discontinuation of propranolol at the end of the first year might have resulted in the death of a number of high-risk patients whose lives had been saved by propranolol until that time. This illustrates a common problem in interpreting any information on long-term therapy. The concern that an excess number of patients will have adverse events shortly after the cessation of therapy may explain why many clinicians elect to continue treatment beyond the duration of efficacy demonstrated by a trial, as long as the treatment has no unacceptable side effects in the patient.

Finally, some treatments are not effective until long after they have been started. The Lipid Research Clinics Coronary Primary Prevention Trial of cholestyramine demonstrated a relative risk reduction of 14 percent after 7.4 years of follow-up. However, there was no difference in primary outcome events between the two groups for at least three years, indicating that patients must continue to take cholestyramine (with its attendant side effects) for three years before any benefit can be expected. There is a similar situation in the assessment of surgical therapy (e.g., coronary-artery bypass surgery). The short-term mortality associated with surgery may be greater than that associated with medical therapy, but longer follow-up reveals an overall benefit of surgery. These issues are inherent aspects of clinical decisions; their more formal analysis by methods such as dis-
counting\(^{20}\) and quantification of "risk aversion"\(^{21}\) will not be discussed here.

**MEASURES OF HARM**

In addition to conferring benefits, most effective therapies have clinically important side effects, and in some instances it is not clear whether the benefits outweigh the harm. How should the risks of harm be expressed and compared with measures of benefit? Although some clinical trials include detailed quality-of-life assessments that reveal both the benefits and harms of treatment in all patients, such assessments can be difficult and expensive and are therefore often not performed.

Alternatively, the absolute harm of therapy can be quantitated in the same way as the absolute benefit — by subtracting the harm in the control group from that in the treatment group. For example, in the Medical Research Council hypertension trial (in which patients with diastolic blood pressures of 90 to 109 mm Hg were randomly assigned to receive placebo, bendroflumethiazide, or propranolol for five years), the incidence of gout sufficiently severe to cause withdrawal from the trial was 0.0128 in men taking bendroflumethiazide, as compared with 0.0009 in those taking placebo.\(^{22}\) The absolute harm from gout caused by treatment with bendroflumethiazide is thus 0.0128 - 0.0009, or 0.0119, and the relative risk of harm is (0.0128 - 0.0009) / 0.0009, or 13.2. The advantages and disadvantages of using the absolute and relative harms as measures of the side effects of therapy are similar to those mentioned in the discussion of therapeutic benefits.

The number needed to be treated can incorporate the harm as well as the benefit of therapy. For example, in the Medical Research Council hypertension trial, the combined incidence of stroke and coronary events was decreased by both bendroflumethiazide and propranolol, and the number needed to be treated to achieve these outcomes in men taking bendroflumethiazide was 107. This trial also reported the reasons for withdrawal from therapy, which were impotence (4 percent), gout (5 percent), impaired glucose tolerance (3 percent), and lethargy (1 percent). The reported side effects in men taking placebo and bendroflumethiazide can be incorporated into the calculation of the number needed to be treated, showing that to prevent one adverse event (by treating 107 men with bendroflumethiazide for five years), 4 men were forced to withdraw because of impotence, 5 because of gout, 2 because of impaired glucose tolerance, and 1 because of lethargy. The number of patients who had these symptoms but were not forced to stop therapy was even greater. This strategy permits clinicians to contrast the positive and negative consequences of therapy in a manner that is useful for both the physician and patient. Other negative aspects of therapy, such as monetary cost and inconvenience, can be added to these considerations if pertinent data are available, although the means for doing so (and, at times, the interpretation of such data) are beyond the scope of this paper and the resources of most clinicians.

**COMPARING THE RELATIVE BENEFIT AND HARM OF TREATING DIFFERENT CONDITIONS**

Although ideally all patients would be treated with all the effective preventive and therapeutic interventions, this is sometimes unfeasible because of limitations on the time of patients and physicians, patients' preferences, drug interactions, and treatment costs. If a clinician uses the same measure of benefit and harm for different conditions, it should be possible to compare these factors and determine which efforts on the parts of the clinician and patient will achieve the greatest net benefit for the patient. In order to make such comparisons of numbers needed to be treated, however, an additional problem must be solved. In Table 3 we have summarized the benefits reported in positive randomized trials of stepped-care therapy for diastolic blood pressure of 115 to 129 mm Hg,\(^{23}\) coronary-artery bypass surgery for stenosis of the left main coronary artery of more than 50 percent,\(^{4}\) aspirin therapy for transient ischemic attacks,\(^{24}\) cholestyramine therapy for asymptomatic men with hypercholesterolemia,\(^{16}\) isoniazid prophylaxis in patients with inactive tuberculosis,\(^{25}\) and stepped-care therapy for diastolic

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Events</th>
<th>Follow-up (Yrs)</th>
<th>Base-Line Risk</th>
<th>Relative Risk Reduction (%)</th>
<th>No. Needed to Be Treated*</th>
<th>No. Needed to Be Treated**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepped care for diastolic blood pressure of 115–129 mm Hg(^{23})</td>
<td>Death, stroke, myocardial infarction</td>
<td>1.5</td>
<td>0.13</td>
<td>89</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>Left main coronary-artery bypass surgery(^{4})</td>
<td>Death</td>
<td>5</td>
<td>0.32</td>
<td>56</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Aspirin for transient ischemic attacks(^{24})</td>
<td>Death, stroke</td>
<td>2.2</td>
<td>0.23</td>
<td>31</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>Cholestyramine for hypercholesterolemia(^{16})</td>
<td>Death, myocardial infarction</td>
<td>7.4</td>
<td>0.12</td>
<td>14</td>
<td>60</td>
<td>89</td>
</tr>
<tr>
<td>Isoniazid for inactive tuberculosis(^{25})</td>
<td>Active tuberculosis</td>
<td>5</td>
<td>0.01</td>
<td>75</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>Stepped care for diastolic blood pressure of 90–109 mm Hg(^{23})</td>
<td>Death, stroke, myocardial infarction</td>
<td>5.5</td>
<td>0.05</td>
<td>14</td>
<td>128</td>
<td>141</td>
</tr>
</tbody>
</table>

*Calculated for the actual length of follow-up in each trial.

**Adjusted to the number needed to be treated after five-year follow-up, assuming constant benefit over time (see text for calculation).
blood pressure of 90 to 109 mm Hg. The problem arises from the different durations of these randomized trials; the average duration of follow-up ranged from 1.5 to 7.4 years, resulting in "raw" numbers needed to be treated ranging from 6 to 128. However, the number needed to be treated is time-dependent, which may affect the relative rankings of the numbers needed to be treated in trials of different lengths. If a treatment produces a constant relative risk reduction over time, the number needed to be treated decreases as the length of follow-up increases.

One can convert the number needed to be treated in a trial with a follow-up of T years to the approximate equivalent of a standard duration of S years by using the following formula:

\[
\text{NNT}_T = \frac{T}{S} = \text{NNT}_S,
\]

where NNT\(_T\) and NNT\(_S\) are the numbers needed to be treated for T and S years, respectively. For example, the NNT\(_T\):2.2 in the Canadian Cooperative Study Group trial of aspirin therapy for transient ischemic attacks was 14. The NNT\(_S\):5 for that study can be estimated to be \(\frac{14 \times 2.2}{5} = 6\). This formula yields approximate figures and is less accurate for higher event rates (more than 10 percent per year).

Any method of comparing the results of trials of different lengths (regardless of whether one uses the relative risk reduction, absolute risk reduction, or number needed to be treated) must take into account any changes in benefit and harm that occur over time. Although it is convenient to assume that these factors remain constant over time, any measure of efficacy will be either underestimated or overestimated when they do not. For example, the previously described trial of beta-blockers in heart attack reported the efficacy of propranolol in preventing death one, two, and three years after myocardial infarction. The relative risk reduction was higher during the first year of treatment than during the subsequent two years. Consequently, conversion of the number needed to be treated to a common NNT\(_S\) yields markedly different results, depending on the length of follow-up. For example, the calculated NNT\(_S\) after one year of follow-up is 14, as compared with the actual NNT\(_S\) of 28, obtained with use of the study data after three years of follow-up. Thus, extrapolating data from one interval to another is always dangerous and can only be done with confidence when the benefit and harm are known to be constant.

**CONCLUSIONS**

Although randomized controlled trials provide the most valid estimates of the benefit and harm of a treatment, the application of these results to individual patients may be difficult. In reviewing the different ways that benefit and harm can be expressed, we conclude that the absolute risk reduction is superior to the relative risk reduction because it incorporates both the base-line risk and the magnitude of the risk reduction. Its reciprocal, the number needed to be treated, expresses the absolute risk reduction in a manner that is easily understood by clinicians, and can be used to describe the harm as well as the benefit of therapy and other clinical maneuvers.

We are indebted to Janice Coffey for assistance in the preparation of the manuscript, and to numerous colleagues for their helpful comments.

**REFERENCES**

20. Department of Clinical Epidemiology and Biostatistics, McMaster University Health Sciences Centre. How to read clinical journals. VII. To understand an economic evaluation (part B). Can Med Assoc J 1984; 130:1542-9.