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Ecological bias is sometimes attributed to confounding by the group variable (ie the variable used to define the ecological groups), or to risk factors associated with the group variable. We show that the group variable need not be a confounder (in the strict epidemiological sense) for ecological bias to occur: effect modification can lead to profound ecological bias, whether or not the group variable or the effect modifier are independent risk factors. Furthermore, an extraneous risk factor need not be associated with the study variable at the individual level in order to produce ecological bias. Thus the conditions for the production of ecological bias by a covariate are much broader than the conditions for the production of individual-level confounding by a covariate. We also show that standardization or ecological control of variables responsible for ecological bias are generally insufficient to remove such bias.

Ecological bias (also known as aggregation bias or cross-level bias) refers to the failure of ecological- (aggregate-) level associations to properly reflect individual-level associations.1–3 Epidemiological confounding refers to the failure of a crude (or partially adjusted) association to properly reflect the magnitude of an exposure effect, due to differences in the distribution of extraneous risk factors among exposed and unexposed individuals.4–6 It is well known (cf2,3) that regional differences in background rates can produce large amounts of ecological bias. Perhaps as a result, it is not uncommon to see ecological bias equated with confounding or attributed to the presence of confounding factors that vary across ecological groups. We often encounter this view when authors argue that their ecological results are unbiased because certain other risk factors are not confounding at an individual level or not associated with the exposure.

Effect modification refers to variation in the magnitude of an effect measure across levels of a third variable.6,7 We can consider group as the third variable (where 'group' is a nominal variable indicating the ecological group to which an individual belongs). The key to understanding the connection between ecological bias, confounding, and effect modification is to evaluate group as a confounder and an effect modifier at the individual level. We will show that ecological bias may result from group acting as a confounder or a modifier of the exposure effect.

Ecological bias analogous to confounding occurs when the background rate of disease (ie the rate in the unexposed) varies across groups. Such variation arises from the differential distribution of extraneous risk factors across groups. These other risk factors need not be confounders or modifiers of the exposure effect at the individual level (within groups). Ecological bias can also occur when group appears as an effect modifier, ie when the exposure effect varies across groups.6,7 Such variation can arise from the differential distribution of individual-level effect modifiers across groups. Such ecological bias can be severe even when the effect modification is relatively weak and there is no confounding by group. Consequently, it can be misleading to claim that a particular ecological analysis is unbiased simply because no confounding is present.

We will also show that ecological control of confounders and other covariates responsible for ecological bias cannot be expected to completely remove the biases such covariates produce, and may even worsen bias. Our observations may have some potential importance, in that implausibility of strong confounding is sometimes used to argue against the presence of ecological bias, and yet there are rarely any a priori reasons for claiming absence of effect modification. In fact, when comparing regional impacts of the introduction of health services or technologies (such as fetal monitoring8), inter-regional differences in administration and training should lead one to expect regional variation in effectiveness, ie effect modification by region.

Mathematical derivations of the results we discuss are given in the appendix. There we show that the ecological linear regression coefficient1–3,9 can be decomposed...
into three components: the average rate difference across groups, a bias factor due to confounding by group, and a bias factor due to effect modification by group.

Our first two illustrations provide simple numeric counterexamples to the notion that ecological bias requires or always originates from individual-level confounding. For simplicity, we will assume that all rates and prevalences are age-adjusted and apply to white males only, although none of our findings depend on this assumption.

AN EXAMPLE OF ECOLOGICAL BIAS FROM PURE EFFECT MODIFICATION
Suppose one studies the relationship between smoking and regional variation in oesophageal cancer incidence. If there is some small variation in background prevalence of a cofactor (e.g., a nutritional deficiency) which is itself not a risk factor in the absence of the study factor (smoking), the background (non-smoker) rates need not vary, but the study factor effect will vary. Table 1 illustrates this sort of phenomenon. Note that since the non-smoker rates do not vary by region, region cannot be a confounder in an individual-level analysis of this table. Thus we should get identical results from an analysis of exposure effect that standardizes for region and a 'crude' analysis that simply combines numbers across the regions (groups), as in the last panel of Table 1. This can be verified directly by comparing the crude rate ratio (obtained by combining all regions) with the standardized morbidity ratio (SMR). The total number of smoking cases observed in all the regions in a year, O, would (on average) be \(12(100) + 15(80) + 20(60)/100 = 36\), corresponding to a rate of \(36/240\ 000 = 0.015\) cases per 100 000 people per year. The total number expected among the smokers if they had experienced the same rates as the non-smokers, E, would be \(3(240)/100 = 7.2\), corresponding to a rate of \(7.2/240\ 000 = 0.003\) cases per 100 000 people per year. This expected rate is exactly equal to the rate among the non-smokers in the combined population. As a result, SMR = O/E = 36/7.2 = 5.0 is exactly equal to the crude rate ratio obtained by ignoring region, \(15/3 = 5.0\).

Similarly, the standardized morbidity and crude rate differences are both equal to 12 per 100 000 people per year. Thus, there is no confounding by region. (This result is little changed by choice of standard; for example, using the total population as the standard yields a standardized rate ratio of 5.2).

An ecological analysis would make use only of the data in the last two lines of Table 1. An ecological linear regression of \(y = \text{regional (cancer) rate on } x = \text{smoking prevalence, } y = a + bx\), would find \(a = 9\) and \(b = -3\) cases per 100 000 people per year. Thus \(b\), which corresponds to the ecological estimate of the rate difference, is in the wrong direction. The ecological estimate of the rate ratio is \(1 + (-3)/9 = 0.67\), incorrectly showing a protective effect of smoking. This is similar to the inverse ecological association of smoking and oesophageal cancer found in Richardson et al (ref 3, Figure 6).

One can obtain an alternative ecological estimate of the rate ratio by using a linear regression of the natural log of the cancer rate \(y\) on smoking prevalence \(x\), i.e., fitting the log-linear model \(\log_e y = a + bx\). Under this model, \(\exp(b)\) will then be the rate ratio estimate. For the data in Table 1, this model yields a rate-ratio estimate of \(\exp(-0.385) = 0.68\), essentially just as biased as the linear-model estimate.

Note that both the effect modification and the ecological bias in this example do not qualitatively depend on the parameter or scale chosen to measure effects: Because the baseline rate in Table 1 is constant across groups, any reasonable measure of effect will vary across the groups. Similarly, it is obvious, no matter what measure of association is used, that the ecological association of smoking prevalence and cancer is in the opposite direction of the individual-level associations. Thus the bias cannot be ascribed to the scale-dependent properties of effect modification. A key feature in this example is that no confounding by region or factors associated with region is present: a crude (unadjusted) analysis of the combined individual data yields an unbiased estimate of effect. Thus the profound ecological bias cannot be attributed to the effect of some strong extraneous risk factor that varies across regions.

In fact, the net effect of the unmeasured cofactors responsible for effect modification in the above example could be smaller than the effect of the study exposure: note that the observed modification adds only 8 more cases per 100 000 people per year to the exposed rate in region C, compared to the 9 cases per 100 000 people per year excess rate seen among the exposed in region A. In general, the effect of a cofactor may be too weak to conceivably 'confound away' the exposure effect in a non-ecological analysis, and yet, because of its modification of exposure effect, it may still produce enough ecological bias to completely reverse the estimate of exposure effect.

ECOLOGICAL BIAS AND EXTRANEOUS RISK FACTORS
One phenomenon noted in the literature, but sometimes overlooked by researchers, is the possibility for a risk factor to introduce ecological bias without having any individual-level association with the study variable within groups. More generally, a risk factor need not
be a modifier or individual-level confounder within groups in order to produce ecological bias.

Table 2 gives a hypothetical example of this phenomenon in an ecological study of household radon levels and lung cancer mortality in older males. For simplicity, smoking and radon level have been dichotomized, and only three regions are considered. Household surveys indicate that within several regions in the US, smoking and radon level are unassociated (Cohen, unpublished data) and Table 2 is constructed to reflect this: high radon and smoking are unassociated in all regions. Note that the true (individual) rate ratios for radon effect and smoking effect are 2 and 10; both are constant across regions. The rate ratio for radon effect from the crude individual data (ignoring both smoking and region) is 1.9, only slightly confounded by smoking.

Despite the lack of association of smoking and radon within regions, the association of smoking with region results in an association of region with lung cancer rates that is independent of radon level. Consequently, the ecological estimate of radon effect is biased: A simple linear regression of regional cancer rates on high-radon prevalence would yield an ecological rate ratio estimate of 1 + b/a = 1 + (-59)/84 = 0.3, the reverse of the true association; similarly, a simple log-linear regression yields a rate-ratio estimate of 0.4. Control for smoking in the ecological regression removes only a portion of the bias: the rate-ratio estimate for radon effect from a multiple linear regression including smoking is \[ \frac{29 + 7 + 76(0.40)}{29 + 76(0.40)} = 1.1 \] when evaluated at the mean smoking prevalence of 0.40; a multiple log-linear regression yields an estimate of 1.0. Thus the ecological estimates of radon effect are severely biased, despite the lack of confounding within regions and the miniscule amount of confounding in the crude individual analysis.

As explained in the Appendix, confounding of within-region (individual-level) associations by a covariate will generally contribute to bias in the ecological estimates of effect, even if the covariate is identically distributed across groups or populations (although such a contribution may of course be cancelled by other sources of bias). A more distressing property of ecological analysis is that ecological control of a confounder cannot be expected to completely control confounding, and may yield little or no bias reduction.

Table 3 presents a numerical example of this phenomenon. Here, the effect of alcohol use on oesophageal cancer mortality is to be estimated, and smoking is a known confounder: at the individual level, alcohol use and smoking are strongly associated, as reflected in

### Table 1

<table>
<thead>
<tr>
<th>Smoking</th>
<th>Region A</th>
<th>Region B</th>
<th>Region C</th>
<th>All regions combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oesophageal cancer rate*</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Population size</td>
<td>12 000</td>
<td>3 000</td>
<td>15 000</td>
<td>3 000</td>
</tr>
<tr>
<td>Rate ratio</td>
<td>5.0</td>
<td>5.0</td>
<td>6.7</td>
<td>5.0</td>
</tr>
<tr>
<td>Rate difference</td>
<td>8.5</td>
<td>8.5</td>
<td>11.2</td>
<td>8.5</td>
</tr>
<tr>
<td>Regional rate of:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking (x)</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Oesophageal cancer* (y)</td>
<td>7.5</td>
<td>7.5</td>
<td>8.1</td>
<td>8.1</td>
</tr>
</tbody>
</table>

* Mortality per 100 000 people per year.

Ecological regression of y (cancer rate) on x (smoking prevalence): \( y = 9.0 - 3.0x \).

### Table 2

<table>
<thead>
<tr>
<th>Radon level</th>
<th>Region A</th>
<th>Region B</th>
<th>Region C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smokers</td>
<td>Non-smokers</td>
<td>Smokers</td>
</tr>
<tr>
<td>Lung cancer rates*</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Population size</td>
<td>26 000</td>
<td>74 000</td>
<td>26 000</td>
</tr>
<tr>
<td>Regional rate of:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High radon (x₁)</td>
<td>0.26</td>
<td>0.35</td>
<td>0.50</td>
</tr>
<tr>
<td>Smoking (x₂)</td>
<td>0.50</td>
<td>0.40</td>
<td>0.30</td>
</tr>
<tr>
<td>Lung cancer* (y)</td>
<td>69.3</td>
<td>62.1</td>
<td>55.5</td>
</tr>
</tbody>
</table>

* Mortality per 100 000 people per year.

Ecological regressions of y (cancer rate) on x₁ (high-radon prevalence): \( y = 84 - 59x₁ \)

x₁ and x₂ (smoking prevalence): \( y = 29 + 7x₁ + 76x₂ \).
Table 3. An individual-level analysis of alcohol use and cancer would find a smoking-adjusted rate ratio of 5.0 (whether or not region was controlled; region is not a confounder conditional on smoking). The crude rate ratio from the individual-level analysis is 9.2, a result biased by the strong alcohol-smoking association at the individual level.

In contrast, a simple linear regression of regional cancer rates on alcohol-use prevalence (without controlling smoking) would yield a rate-ratio estimate of $1 + 5.0/6.85 = 1.7$, a result biased by the variation in the alcohol-smoking association across regions. (This variation results in differential confounding by smoking of the alcohol-cancer association across regions; this in turn results in 'region' appearing as a confounder and effect modifier in an individual-level analysis when smoking is ignored.) The same rate-ratio estimate (1.7) is obtained using a multiple log-linear regression. Nevertheless, an ecological linear regression of cancer rates on alcohol and smoking prevalence would yield a rate ratio estimate of $[9.3 + 2.0 - 3.0(0.42)]/[9.3 - 3.0(0.42)] = 1.2$ when evaluated at the mean smoking prevalence of 0.42. Again, the same rate-ratio estimate (1.2) is obtained using a multiple log-linear regression. Thus the effect estimate from multiple regression analysis is more biased than the simple regression result, ie ecological control of smoking (the confounder) increased bias.

While it can be helpful, rate standardization will not in general remove all confounding by a covariate in an ecological analysis. Consider the alcohol-use and cancer-mortality rates from Table 3, directly standardized for smoking using the total (combined) population of the regions as the standard:

<table>
<thead>
<tr>
<th>Region</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol use, $x_{is}$</td>
<td>0.174</td>
<td>0.411</td>
<td>0.522</td>
</tr>
<tr>
<td>Cancer (per 100 000/yr), $y_s$</td>
<td>7.58</td>
<td>9.26</td>
<td>10.37</td>
</tr>
</tbody>
</table>

The ecological linear regression of $y_s$, the standardized cancer rate, on $x_{is}$, the standardized alcohol-use prevalence, is $y_s = 6.0 + 8.3x_{is}$. This yields a rate-ratio estimate of $1 + 8.3/6.0 = 2.4$, better than the crude estimate of 1.7 but still much less than the correct value of 5.0. A log-linear regression of $y_s$ on $x_{is}$ yields a rate-ratio estimate of 2.6, only a slight improvement. The results are also little changed by using any other reasonable standard.

Rosenbaum and Rubin have shown that if (as is often the case) only the outcome rate is standardized, the result may be to increase bias. For example, if in the preceding illustration one does a linear regression of the standardized cancer rates ($y_s$ above) on the unstandardized alcohol-use rates ($x_1$ in Table 3), the resulting equation is $y_s = -0.61 + 22.4x_1$. This yields a negative (and hence meaningless) rate-ratio estimate of $1 - 22.4/0.61 = -36$. If instead one does a log-linear regression of $y_s$ on $x_1$, the resulting rate-ratio estimate is 11.8, which is still more biased than the earlier results.

DISCUSSION

In addition to the sources of bias in results of individual-level analyses, ecological estimates of effect can be biased from two other sources: confounding by group (the unit of analysis) and effect modification by group. Since it is not possible to identify empirically these sources of ecological bias from aggregate data alone, the investigator must rely on prior knowledge of intergroup variation in the distribution of other risk factors and effect modifiers. Unfortunately, as we have shown, extraneous risk factors responsible for ecological bias may not be confounders or effect modifiers at the individual level. The problem of identifying ecological bias is made even more difficult by the fact that factors responsible for ecological bias may not even appear to be confounders or modifiers at the ecological level. Yet in all these cases the amount of ecological bias may...
be substantial (even reversing the direction of an observed association), especially when the observed range of average exposure level across groups is small or the exposure under study is not a strong risk factor.

As shown in the Appendix, there will be no ecological bias if both the background (unexposed) rate of disease and the exposure effect do not vary across groups, and there is no confounding within groups. Unfortunately, simultaneous fulfillment of these conditions is rather unlikely, and small departures from them may result in substantial bias. Of course, there may be little or no ecological bias in certain situations in which one or more of these conditions are not met, but such situations would be impossible to identify without individual-level data.

Examples similar to those given here can be constructed using various other magnitudes for the background rates, exposure prevalences, and sizes of exposure effect. Analogous examples can also be constructed using a polytomous or continuous exposure variable. However, the more extreme the range in exposure distribution across regions, the more extreme the effect modification must be in order to produce ecological bias without confounding. In the limit in which each region is either 100% exposed or 100% unexposed, ecological rates will themselves be biased measures. Confounding in the D_k individual-level associations, are unadjusted measures of the D_k, D_k rate in unexposed, and rate in exposed in group k. The crude rate in group k is then

\[ r_{+k} = p_k r_{ik} \times q_k r_{ok} = r_{ok} + p_k D_k = r_{ok}(p_k R_k + q_k) \]  

where D_k = r_{ik} - r_{ok} and R_k = r_{ik}/r_{ok} are the individual-level rate difference and ratio for group k, and q_k = 1 - p_k. In the linear (ecological) regression of r_{+k} on p_k, we have that \( r_{+k} = a + b p_k \), and b is the ecological rate-difference estimate. From standard linear regression theory,\n
\[ b = \frac{\text{cov}(p_k, r_{+k})}{\text{var}(p_k)} \]

where \( v = \text{var}(p_k) \) and the covariances and variances are over k (ie are based on averages over k, with weighting factors as appropriate). Since \( v = 0 \) (and hence b is undefined) only if the exposure prevalence does not vary across populations, it will be assumed that \( v > 0 \).

Let E(D_k) and E(p_k) be the averages (weighted as appropriate) of the D_k and p_k over k. Upon substituting the relation

\[ \text{cov}(p_k, p_k D_k) = E(D_k) v + \text{cov}(p_k - E(p_k) p_k, D_k) \]

into expression 2 and simplifying, b reduces to

\[ E(D_k) + \text{cov}(p_k, r_{0k})/v + \text{cov}(p_k - E(p_k) p_k, D_k)/v \]

The ecological rate difference b thus equals the average individual-level difference E(D_k) plus two bias factors. The second term in expression 3 may be viewed as a bias factor due to confounding by group, for only if r_{0k} varies across k will there be confounding by group at the individual level, and will cov(p_k, r_{0k}) > 0. The third term in the right-hand sum may be viewed as a bias factor due to effect modification, for only if D_k varies across k will cov((p_k - E(p_k)) p_k, D_k) > 0. A similar but approximate partition can be derived for the ecological rate-ratio estimate from a log-linear regression by noting that

\[ \log r_{+k} = \log r_{0k} + \log(p_k R_k + q_k) \]

Even if both bias factors in expression 3 are zero, b may still be a biased measure of effect: note that the D_k appearing in expression 3, although referring to individual-level associations, are unadjusted measures of effect. Thus the presence of confounding within ecological groups on the individual level implies that the D_k will themselves be biased measures. Confounding in the D_k will, in turn, contribute [via E(D_k)] to
the bias in the ecological rate difference \( b \), except in the unlikely situation that the biases in the \( D_k \) fortuitously cancel upon averaging. If in addition the true differences are uniform, differential confounding will produce spurious heterogeneity of the \( D_k \), and hence cause the third term in expression 3 to be non-zero.

Note also that the \( D_k \), and hence \( b \), may be biased by the covariate even if the covariate distribution is constant across the ecological groups. For example, sex might confound the \( D_k \) within every geographical region and thus produce bias in the ecological difference \( b \), even though the sex distribution is the same across regions. Parallel comments apply when considering the rate ratio or any other effect measure.

Even in the absence of confounding, ecological bias is theoretically unbounded, since \( v \) can be made arbitrarily small relative to the second covariance in expression 3, and this covariance may be of opposite sign of the true average effect (as in the example in Table 1). In practical terms the bias in \( b \) will be constrained by the fixed (observed) value of \( \text{var}(p_k) \), and by plausible limits on the variation of effect [eg note that \( D_k \) is bounded by \( r_{+k}/p_k \) and \( (r_{+k} - r_{0k})/p_k \)]. As demonstrated by Table 1, however, these constraints may admit enormous bias for quite reasonable ranges of the \( p_k \) and \( D_k \).

Our results are indirectly related to those of Firebaugh, who showed that ecological bias in the regression of \( y \) on \( x \) occurred if and only if the coefficient \( b_2 \) in the individual-level regression model

\[
y = a + b_1 x + b_2 \bar{x} + \epsilon
\]

where \( \bar{x} \) is the group (region) mean of \( x \), and \( \epsilon \) is an independent error term; \( \bar{x} \) corresponds to the \( p_k \) in the earlier notation. Firebaugh assumed the validity of the preceding linear model; in our setting this is equivalent to assuming a constant rate difference across region (which, coding \( x = 1 = \text{exposed} \) and \( x = 0 = \text{unexposed} \), would equal \( b_1 ) \). In a similar fashion, others have assumed a no-interaction model when discussing ecological bias, although Richardson et al\(^3\) did note that non-linearities in the relationship of exposure to risk could lead to bias in ecological estimates of the rate ratio. The individual-level models underlying Tables 1–3 are non-linear; nevertheless, fitting Firebaugh’s linear model to Tables 1–3 yields a non-zero coefficient for \( p_k \), so that his criterion is fulfilled by these examples.

Under Firebaugh’s linear model, \( b_2 \) is non-zero only if \( \bar{x} \) is associated with extraneous determinants of \( y \) (other than \( x \), which it is necessarily associated with); hence the view of ecological bias as arising from confounding by group has some basis under this model. Nevertheless, as our first example shows, this interpretation breaks down under only moderate departures from linearity.
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